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e We use a computational corpus analysis to understand
semantic patterns in the use of two-termed coordination

e Differences in coordination semantics depend on the
conjunction and categories of the conjuncts

e Thisworkis a step toward a fuller understanding of
speakers’ real-world usage of coordination phrases to
better inform linguistic theories
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