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Law of Coordination of Likes (LCL) 
mandates like conjunct categories 
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* John ate with [NP his mother] and 
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Do you have any                              
[NP brothers] or [NP sisters]?
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Our previous computational 
approaches focused on syntax 

LCL does not account for grammatical, 
syntactically unlike coordinations…

John is [AP healthy] and                   
[PP in good shape].

(Prazmowska, 2015; Williams, 1981)
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Our previous findings show 
anti-symmetry of coordination syntax: 

● NPs tend to coordinate with 
subordinate clauses

I agree with [NP the president]
and [SBAR what he did].

(Kallini & Fellbaum 2021)
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Our previous findings show 
anti-symmetry of coordination syntax: 

● The 1st conjunct tends to be 
shorter than the 2nd conjunct

● Support for theories of grammatical 
weight

Part 2: Background and Related Work

● Basic Types of 
Coordination

➞ Computational 
Methods

(Kallini & Fellbaum 2021)
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Part 4: Results and Discussion

Hypernymy

● We consider the two possible 
directions of the relation

● The second conjunct is more often 
a hypernym of the first conjunct

● No significant difference,
χ2(1) = 2.045, p = 0.153
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● Hypothesized that hypernymy 
would apply in certain contexts

I bought [strawberries] and
[other fruit].

● Asymmetry is not prominent
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Word Embedding Analysis:

● Compare the effect of conjunctions 
and categories on the cosine 
similarity of conjuncts

● Include post-hoc tests
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F(2) = 13.613
p < .001
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Cosine Similarity by Category

F(3) = 83.590
p < .001



Part 5: Conclusion

● We use a computational corpus analysis to understand 
semantic patterns in the use of two-termed coordination

● Differences in coordination semantics depend on the 
conjunction and categories of the conjuncts

● This work is a step toward a fuller understanding of 
speakers’ real-world usage of coordination phrases to 
better inform linguistic theories



Thank you!
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